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#### Abstract

In this paper $\mathrm{n} \times \mathrm{n}$ generalized idempotent matrix M is defined with entries $1,-1$ satisfying $\mathrm{M}^{2}=$ $\mathrm{mM}(1 \leq \mathrm{m} \leq \mathrm{n})$ with examples. It is a quite new concept. We have discussed its properties that the Kronecker product of two generalized idempotent matrices is also a generalized idempotent matrix. Also if a $n \times n$ matrices $M$ with entries 1 and -1 satisfies $M^{2}=m M(1 \leq m \leq n)$ then the column of matrix $M$ are eigen vector corresponding to eigen values of $M$.


Copyright ©2017, Dr. Bakshi Om Prakash Sinha. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Citation: Dr. Bakshi Om Prakash Sinha, Dr. Narendra Prasad and Dr. Rajesh Kumar Upadhaya. 2017. "Some properties of n x n generalized idempotent matrices with entries 1 and -1 satisfying $\mathrm{M}^{2}=\mathrm{m} \mathrm{M}(1 \leq \mathrm{m} \leq \mathrm{n})$ ", International Journal of Development Research, 7, (11), 17095-17102.

## INTRODUCTION

## Generalized Idempotent Matrix

An $n \mathrm{xn}$ matrix M will be called a generalized idempotent matrix if $\mathrm{M}^{2}=\mathrm{m} \mathrm{M}(1 \leq \mathrm{m} \leq \mathrm{n})$
Example : - 1) Let
$M=\left(\begin{array}{rrrr}1 & -1 & -1 & 1 \\ -1 & 1 & 1 & -1 \\ -1 & 1 & 1 & -1 \\ 1 & -1 & -1 & 1\end{array}\right)$
be $4 \times 4$ matrix with entries 1 and -1 , then $M^{2}=4 \mathrm{M}$

Example : - 2) Let

be nxn matrix, then $\mathrm{M}^{2}=\mathrm{nM}$
Example : - 3) Let

$$
\begin{aligned}
& A=\left(\begin{array}{ll}
1 & -1 \\
-1 & 1
\end{array}\right) \text { and } B=\left(\begin{array}{llll}
-1 & & -1 \\
1 & & 1
\end{array}\right) \\
& M \\
& B
\end{aligned} \quad=\left(\begin{array}{rrrr}
1 & -1 & -1 & -1 \\
-1 & 1 & 1 & 1 \\
-1 & -1 & 1 & -1 \\
1 & 1 & -1 & 1
\end{array}\right)
$$

Then $M^{2}=2 \mathrm{M}$. Also if
$M=\left(\begin{array}{cc}A & -B \\ -B & A\end{array}\right) \quad$ then $M^{2}=2 M$
Kronecker Product (Tensor Product) of two matrices A and B is denoted by A x B and is defined as


Example : Let
$A=\left(\begin{array}{rrr}1 & -1 & 1 \\ -1 & 1 & -1 \\ 1 & -1 & 1\end{array}\right) \quad$ and $B=\left(\begin{array}{cc}1 & -1 \\ -1 & 1\end{array}\right)$

Then


Eigen value of a Matrix: A number $\lambda$ is called the eigen value of an $n \times n$ matrix $M$, if $|M-\lambda I|=0$, Where $I$ is the identity matrix of order $n$.

Eigen vector of a Matrix: A matrix $X$ is called the eigen vector corresponding to eigen value $\lambda$ of a $n x n \operatorname{matrix} M$ if $M X=\lambda X$
Theorem 1: If $M_{1}$ and $M_{2}$ are two (1, -1) generalized idempotent matrices, then $M_{1} x M_{2}$ is also a (1, -1 ) generalized idempotent matrix. Where X denotes the Kronecker product of matrix.

Proof: Since $M_{1}$ and $M_{2}$ are two $(1,-1)$ generalized idempotent matrices of order $n_{1}$ and $n_{2}$
Therefore $\mathrm{M}_{1}^{2}=\mathrm{n}_{1} \mathrm{M}_{1}$
and $\mathrm{M}_{2}^{2}=\mathrm{n}_{2} \mathrm{M}_{2}$
Then we show that $M_{1} \times M_{2}$ is also a (1,-1) generalized matrix of order $n_{1} n_{2}$ ie $\left(M_{1} \times M_{2}\right)^{2}=n_{1} n_{2}\left(M_{1} \times M_{2}\right)$, ie $\quad M^{2}=n$ M
where
$\mathrm{M}=\mathrm{M}_{1} \times \mathrm{M}_{2}$
and
$\mathrm{n}=\mathrm{n}_{1} \mathrm{n}_{2}$
We consider $\mathrm{M}^{2}=\left(\mathrm{M}_{1} \times \mathrm{M}_{2}\right)^{2}=\left(\mathrm{M}_{1} \times \mathrm{M}_{2}\right)\left(\mathrm{M}_{1} \times \mathrm{M}_{2}\right)=\mathrm{M}^{2}{ }_{1} \times \mathrm{M}_{2}{ }_{2}$
$=\left(\mathrm{n}_{1} \mathrm{M}_{1}\right) \times\left(\mathrm{n}_{2} \mathrm{M}_{2}\right)=\mathrm{n}_{1} \mathrm{n}_{2}\left(\mathrm{M}_{1} \times \mathrm{M}_{2}\right)=\mathrm{nM}$
Therefore $\mathrm{M}^{2}=\mathrm{nM}$
Examples: Let

$$
M_{1}=\left(\begin{array}{ccc}
1 & -e_{n-2} & 1  \tag{1}\\
-e_{n-2}^{\top} & J_{n-2} & -e^{T_{n-2}} \\
1 & -e_{n-2} & 1
\end{array}\right)
$$

And

$$
M=\left(\begin{array}{lll}
1 & & 1  \tag{2}\\
& & \\
& &
\end{array}\right)
$$

be two generalized idempotent matrix of order n and 2 are respectively,
ie $\mathrm{M}^{2}{ }_{1}=\mathrm{n}_{1} \mathrm{M}_{1}$
\& $\quad \mathrm{M}_{2}{ }_{2}=2 \mathrm{M}_{2}$
Then we shall show that $M_{1} \times M_{2}$ is a generalized idempotent matrix with entries 1, -1 ie $\left(M_{1} \times M_{2}\right)^{2}=2 n\left(M_{1} \times M_{2}\right)$
We consider

$$
\begin{aligned}
M_{1} \times M_{2} & =\left(\begin{array}{ccc}
1 & -e_{n-2} & 1 \\
-e^{\top}{ }_{n-2} & J_{n-2} & -e^{\top}{ }_{n-2} \\
1 & -e_{n-2} & 1
\end{array}\right) \times\left(\begin{array}{lll}
1 & 1 \\
M_{2} & & -e_{n-2} M_{2} \\
-e_{n-2} M_{2} & J_{n-2} M_{2} & e^{T_{n-2} M_{2}} \\
M_{2} & -e_{n-2} M_{2} & M_{2}
\end{array}\right)
\end{aligned}
$$

We have


## Theorem : 2

If an $n \times n$ matrix $M$ with entries 1 and -1 satisfies $M^{2}=n M(1 \leq m \leq n)$ then the columns of matrix $M$ are eigen vectors corresponding to eigen values of matrix M .

If the matrix $M$ is of rank $M$ then there are $m$ repeated non zero eigen values of matrix $M$ and other eigen value is zero.

## Proof

Let $n \times n$ matrix $M$ be


Where a's, b's and c's are 1and -1.

Let $m$ be its eigen values of $M$, then $M^{2}=m M$
We Consider


Where


$$
\mathrm{MC}_{1}=\mathrm{mC}_{1}
$$

$$
\mathrm{MC}_{2}=\mathrm{mC}_{1}
$$

$\mathrm{MC}_{\mathrm{n}}=\mathrm{mC}_{1}$


Which shows that column $C_{1}, C_{2}-----C_{n}$ of matrix $M$ are eigen values corresponding to eigen values of matrix $M$.
Remarks 1) If rank of $n x n$ matrix $M$ with entries $1,-1$ is one, then there exist one non zero eigen value of matrix $M$ and other ( $n$ $1)$ eigen values are zero. Then $m$ has any integral value $b / w I$ and $n$.
2) If rank of $n x n$ matrix $M$ with entries $1,-1$ is more than one, then there exist $m$ repeated eigen value of matrix $M$ according to the matrix M has m linearly independent columns or rows.

Example : 1 If an $n \times n$ matrix $M$ with entries 1 and -1 has rank one and $M^{2}=n M(1 \leq m \leq n)$
Let

$$
M=\left[\begin{array}{rrrr}
1 & -1 & 1 & -1 \\
-1 & 1 & -1 & 1 \\
1 & -1 & 1 & -1 \\
-1 & 1 & -1 & 1
\end{array}\right]=\left[\begin{array}{lll}
C_{1} & C_{2} & -\cdots-1--
\end{array}\right]
$$

be $4 x 4$ matrix satisfying $M^{2}=4 M$.
Rank of matrix M is one. Let $\lambda$ be in eigen value. We consider $\mathrm{I} M-\lambda \mathrm{I}=0$
$\left|\begin{array}{cccc}1-\lambda & -1 & 1 & -1 \\ -1 & 1-\lambda & -1 & 1 \\ 1 & -1 & 1-\lambda & -1 \\ -1 & 1 & -1 & 1-\lambda\end{array}\right|=0$
$\square \lambda=0,0,0,4$
$\lambda_{1}=0, \quad \lambda_{2}=0, \quad \lambda_{3}=0, \lambda_{4}=4$ are eigen values of matrix M
We show that column of matrix $M$ are eigen vectors corresponding to eigen values $\lambda=0,0,0,4$ of matrix $M$,
We take

$$
M_{C_{1}}=\left[\begin{array}{llll}
1 & -1 & 1 & -1 \\
-1 & 1 & -1 & 1 \\
1 & -1 & 1 & -1 \\
-1 & 1 & -1 & 1 \\
& =4 \\
-1 \\
1 \\
-1 \\
-1 \\
-4
\end{array}\right]=4\left[\begin{array}{l}
1 \\
-4 \\
4 \\
-1 \\
-1 \\
-1
\end{array}\right]
$$

Which shows that column $C_{1}$ of matrix $C_{1}$ is an eigen vector corresponding to eigen value 4 of matrix $M$. Again,

$$
\begin{aligned}
& M C_{2}=\left(\begin{array}{cccc}
1 & -1 & 1 & -1 \\
-1 & 1 & -1 & 1 \\
1 & -1 & 1 & -1 \\
-1 & 1 & -1 & 1
\end{array}\right)=\left(\begin{array}{l}
-1 \\
1 \\
-4 \\
4 \\
1 \\
-4 \\
4
\end{array}\right) \\
& =4\left(\begin{array}{c}
-1 \\
1 \\
-1 \\
1
\end{array}\right)=4 \mathrm{C}_{2}
\end{aligned}
$$

Which shows that column $C_{2}$ of matrix is an eigen vector corresponding to eigen value 4 of matrix $M$
Similarly, columns $C_{3}$ and $C_{4}$ are eigen vectors corresponding to eigen value 4 of matrix $M$
Thus the column $\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3}$ and $\mathrm{C}_{4}$ of matrix M are eigen vector corresponding to eigen value 0 's of matrix M is obvious.

Example: 2 If the rank of matrix $M$ is more than one. We suppose that $n x n$ matrix $M$ with entries 1 and -1 has rank more than one and matrix $M$ satisfies $M^{2}=n M, m<n$ then the column of matrix $M$ are eigen vectors corresponding eigen values of matrix M

Let -
$M=\left[\begin{array}{cccc}1 & -1 & -1 & -1 \\ -1 & 1 & 1 & 1 \\ -1 & -1 & 1 & -1 \\ 1 & 1 & -1 & 1\end{array}\right]=\left[\begin{array}{lll}C_{1}, & C_{2} & \cdots-\cdots---C_{n}\end{array}\right]$
be $4 \times 4$ matrix with entries 1 and -1 and $C_{1}, C_{2} \quad \cdots-------C_{n}$ are in column. The rank of matrix $M$ is 2 .
Let $\lambda$ be eigen vector of matrix $M, I M-\lambda I=0$
$\left|\begin{array}{llll}1-\lambda & -1 & 1 & -1 \\ -1 & 1-\lambda & -1 & 1 \\ 1 & -1 & 1-\lambda & -1 \\ -1 & 1 & -1 & 1-\lambda\end{array}\right|=0$
$\Longleftrightarrow \lambda=2,2,0,0$
$\Longrightarrow \lambda_{1}=2, \quad \lambda_{2}=2, \quad \lambda_{3}=0, \quad \lambda_{4}=0 \quad$ are eigen values of matrix $M$. The rank of matrix $M$ is 2 so there are two linearly independent columns or rows and rest two columns or rows linearly dependent. So we get two repeated eigen values 2, 2 and rest are 0,0 .

The column of $4 \times 4$ matrix $M$ satisfying $M^{2}=2 M$ are eigen vectors corresponding to eigen value 2 's and 0 's of matrix $M$
(1) We consider,

$$
\mathrm{MC}_{1}=\left(\begin{array}{llll}
1 & -1 & -1 & -1 \\
-1 & 1 & 1 & 1 \\
-1 & -1 & 1 & -1 \\
1 & 1 & -1 & 1 \\
-1 \\
-1 \\
1 \\
-1 \\
-1 \\
-2 \\
-2 \\
2
\end{array}\right]=\left(\begin{array}{l}
1 \\
2 \\
-1 \\
-1 \\
-1
\end{array}\right)
$$

$\mathrm{MC}_{1}=2 \mathrm{C}_{1}$
Which shows that column $C_{1}$ of matrix $M$ is eigen vector corresponding to eigen value 2 of matrix $M$ Again, we consider

$$
\begin{aligned}
& \mathrm{M}_{2}=\left(\begin{array}{llll}
1 & -1 & -1 & -1 \\
-1 & 1 & 1 & 1 \\
-1 & -1 & 1 & -1 \\
1 & 1 & -1 & 1
\end{array}\right)\left(\begin{array}{l}
-1 \\
1 \\
-1 \\
1
\end{array}\right)=\left(\begin{array}{l}
-2 \\
2 \\
-2 \\
2
\end{array}\right) \\
& =2\left(\begin{array}{c}
-1 \\
1 \\
-1 \\
1
\end{array}\right)=2 C_{2}
\end{aligned}
$$

Which shows that columns $C_{2}$ of matrix $M$ is eigen vector corresponding to eigen value 2 of matrix $M$. Similarly column $C_{3}$ and $C_{4}$ are eigen values corresponding to eigen value 2 's of matrix $M$ verification is that the column $C_{1}, C_{2}, C_{3}$ and $C_{4}$ of matrix $M$ are eigen vectors corresponding to eigen value 0 's of matrix $M$ is obvious. In construction of $n \times n$ matrix $M$ satisfying $M^{2}=m M(1$ $\leq m \leq n)$ we find eigen vectors as the column of matrix $M$ corresponding to its eigen value $m$.
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## Suggestion / Further scopes

Such type of generalized idempotent matrices' can be used as encryption coding theory and it has feature that the column of a generalized idempotent matrix are eigen vectors. So we can directly find eigen vector without any rigorous calculation. Also we can find a new generalized idempotent matrix by the Kroncker product of two other generalized idempotent matrices.
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